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1. Introduction 

This study is one of a series of stereovision studies conducted through the Robotics Collaboration 
Army Technology Objective (RC ATO).  The objectives of this research initiative were to identify 
human visual perception shortfalls in current and future Army robotic systems, assess the maturity 
of commercially available equipment to address these issues, and integrate and test stereovision 
systems to quantify performance improvements.  The scope of this investigation has, to date, 
primarily focused on tele-operated ground robots and manipulators used by the U.S. Army 
engineer, infantry, and explosive ordnance disposal Soldiers. 

The Buffalo is a heavy mine protected vehicle that is currently being used in operations in theater 
for route clearance missions.  It has been widely used in Operation Iraqi Freedom for improvised 
explosive device (IED) searches and as a command and control platform for mine-clearing opera-
tions.  The Buffalo is a blast-resistant vehicle intended to protect Soldiers from the effects of mine 
blasts.  It has a tele-operated hydraulic arm used for identifying suspected mines and IEDs.  The 
operator for the tele-operated arm is situated inside the vehicle in the front right passenger seat.  In 
order for the operator to successfully identify and classify suspected mines and IEDs, s/he must 
have the ability to see the object with great clarity.  A camera is mounted on the arm with the 
images displayed to the operator inside the vehicle.  Figure 1 shows the Buffalo vehicle with arm 
partially extended. 

 

Figure 1.  Buffalo mine-protected vehicle. 
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The operator’s only tool to aid in the identification of an unknown object is the “fork” attached to 
the end of the boom arm.  With that tool, the operator must very carefully peel away something 
covering the object to get a better view of it, nudge some debris to the side to clear some of the 
area around the object, or rake some of the surface dirt, possibly uncovering some tell-tale signs of 
an IED.  All these manipulations must be done with precision in case an IED is encountered.  This 
task is primarily visual, and the operator relies heavily on the camera mounted near the end of the 
manipulator arm.  It was this factor that raised the issue of whether three-dimensional (3-D) vision 
might be an aid in interrogating (investigating) an unknown object.  Two fundamental questions 
needed to be answered to meet the objectives of the RC ATO as delineated earlier in this section.  
First, would 3-D produce more information or a different quality of information for the operator, 
which could make the operator’s task of deciding if an object is truly an IED an easier task or a 
more accurate task?  Second, how could we quantify the result of using stereopsis to show that its 
effect is worthy of consideration for the operator’s task?  Simply demonstrating user preference is 
not usually sufficient for initiating costly changes in a system.   

Prior studies by Cole, Merrit, Fore, and Lester (1990) and Drascic (1991), which regard stereo-
scopic vision capabilities, support the concept that benefits could be observed for an operator 
performing tasks similar to those needed to perform the route clearance mission with the Buffalo 
manipulator arm.  However, the manipulation tasks evaluated in these studies are not fully gene-
ralizable to those required of the route clearance mission.  A preliminary study was conducted by 
U.S. Army Research Laboratory researchers in December 2005 to observe expert Buffalo opera-
tors during IED investigation and to allow them to subjectively evaluate differences between  
two-dimensional (2-D) and 3-D displays for performing the IED investigation task.  Pettijohn, 
Vaughan, and Bodenhamer (2005) indicate that 3-D may provide benefit for the precise manipu-
lation of the Buffalo arm and improve confidence in identifying IEDs.  Yet, objective performance 
data were still not available. 

From observation of tele-operated manipulation, it can often be seen that even a moderately skilled 
operator generally employs a closed loop feedback method when s/he is performing a unique 
manipulation task.  This follows a pattern such as 1) small manipulator movement, 2) visual 
assessment, 3) new movement vector decision.  This is likely because of one or more factors 
inherent to tele-operated manipulation (e.g., control activation to end effector movement lag time, 
imprecise manipulator movement, or imperfect visual percep-tion).  Of particular interest is the 
cognitive aspect of this task, the visual assessment and subse-quent movement decision, 
collectively referred to in this study as “manipulation planning”. 

The objective of this particular research effort is to objectively compare how the use of a 3-D or  
2-D visual display affects manipulation planning performance in a spatial perception task that is 
relevant to the operation of the Buffalo arm and generalizable to any tele-operated precision 
manipulation.  The task involves judging the position of the Buffalo arm relative to targets and 
obstacles as seen in the visual display from the arm camera.  The task of visually evaluating if  
and how a collision (intentional or unintentional) will occur between the arm and an object is 
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especially important in the use of the Buffalo to provide maximal dexterity of a very powerful and 
heavy manipulator without damaging the arm or accidentally detonating an IED.  The hypothesis is 
that 3-D view mode can improve operator manipulation planning performance over 2-D view 
mode.  This is tested through answering the following questions.  Is planning performance in 3-D 
significantly different than 2-D?  Are operators significantly more confident when using 3-D than 
when using 2-D?  How does confidence relate to planning performance in both 2-D and 3-D? 
 

2. Method 

2.1 Participants 

Thirty-two Soldiers were recruited to participate in this study.  These Soldiers were from a mixture 
of active Army, Army reserve, and National Guard units that were students in the route clearance 
vehicle operator’s course at Fort Leonard Wood, Missouri.  The study was conducted during the 
final two days of the 14-day course, so that all the participants were fully trained and had some 
degree of experience with operating the Buffalo in field exercises.   

Participants’ ages ranged from 18 to 46 years, with a median age of 23.  All the participants were 
male.  Participant rank ranged from Private (E-1) to Sergeant First Class (E-7), with a median rank 
of Specialist (E-4).  Twenty-seven participants were military occupational specialty (MOS) 21B 
(Combat Engineer), three were MOS 21E (Heavy Construction Equipment Operator), and one was 
MOS 21N (Construction Equipment Supervisor).  All participants were verified to have normal 
visual acuity (20/30 or better), stereo depth perception, and color vision in both eyes.  The volun-
tary, fully informed consent of the persons used in this research was obtained as required by 32 
Code of Federal Regulations 219 (OSD, 1999) and Army Regulation (AR) 70-25 (HQDA, 1990).  
The investigators have adhered to the policies for the protection of human subjects as prescribed in 
AR 70-25. 

2.2 Apparatus 

This study did not involve interactive use of the Buffalo vehicle or manipulator arm but was 
conducted with pre-recorded video from a December 2005 study of initial integration of stereo-
scopic camera systems onto the Buffalo mine protected vehicle.  This procedure allowed the tasks 
to be uniform across all participants and avoided inherent complications attributable to the varying 
skill levels for the participants directly controlling the arm.  

Video used in the study was initially recorded from a pair of Panasonic color video cameras 
mounted on the arm of the Buffalo, as seen in figure 2.  The distance between the centers of the  
left and right camera lenses was approximately equal to a mean human inter-pupillary distance of 
64 mm.  Each camera had a field of view of approximately 39 by 30 degrees.  The stereo camera 
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pair was converged at a range of approximately 1 meter and statically fixed in relation to the end 
effector (the Buffalo fork). 

 

Figure 2.  Stereoscopic cameras. 

The left and right video camera signals (L- and R-channels) were combined by a video multiplexer 
that creates alternating video fields of L- and R-channel images and records to a digital video tape.  
Upon playback, this composite interlaced signal is transmitted to the video display as a sequence 
of alternating, L- and R-channel, full-screen images.  

The video contains manipulations performed by expert operators, a noncommissioned officer and 
civilian who are U.S. Army Engineer School trainers for the Buffalo.  The scenarios depicted in the 
video were selected and set up by subject matter experts from the U.S. Army Counter-Explosive 
Hazards Center.  Following the stereoscopic experimental design guidance of Merritt (1988), 
efforts were made to ensure that a fair comparison was made between the 2-D and 3-D display 
modes and that tasks evaluated were representative of the operational environment.  Although the 
materials used in the scenarios may differ from those encountered in the current theater of opera-
tions, the manipulations needed to interrogate (investigate) the target sites were consistent with the 
current route clearance mission.  The environmental conditions when the video was recorded were 
such that there was diffuse sunlight and no sustained wind.  The video has been edited to 12 short 
clips that show the scene, with the arm moving, for a period between 15 and 30 seconds.  The clip 
ends when there is an imminent occlusion or contact of the forks of the Buffalo arm and an object 
in the scene.  Obvious clues as to whether the forks will collide or miss the object are not contained 
in the preceding video segment.  At the end of each clip, the video pauses for 30 seconds to allow 
the participant to answer questions associated with that clip.  For the 3-D clips, the video paused in 
3-D.  There was also a 15-second delay (blue screen) between each clip to allow the participant to 
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be informed of what was to be shown in the next clip.  The video clips were originally recorded in 
3-D (interlaced), but duplicate 2-D copies of each were made with the use of StereoMovie Maker1 
version 0.93 for Windows2.  Both the 2-D and 3-D versions of the video were presented at 720 x 
480 resolution at 30 frames per second.  It is important to recognize that despite having the same 
display resolution, the perceived information contained in the 2-D and 3-D videos is different.  
Since the stereo images were transmitted and stored via field sequential multiplexing, the two 
images are correlated (as opposed to being totally independent channels of information), and the 
perceived loss of resolution is 0.707.  When StereoMovie Maker generated a 2-D image by 
reconstituting a full video frame from one field by duplicating lines without new information,  
the perceived loss of resolution for the 2-D videos is 0.500.  Screen captures (2-D) of the terminal 
view of the 12 clips are shown in appendix A.  This is the view, after the brief motion, when the 
participant was asked the question associated with each video clip. 

For 2-D and 3-D trials, the video was played on a Pavonine Dimen3 G170S 17-inch 2-D/3-D 
liquid crystal display monitor connected to a personal computer.  The operator wore linearly 
polarized glasses to see the 3-D video display.  The polarized glasses allow only the L- or R-
channel at a time to be seen by only the left or right eye.  The interlaced left and right camera 
images of the properly spaced video cameras are seen as one combined L- and R-eyed image  
that the brain translates into a stereoscopic image of the scene.  Polarized glasses were not worn 
during the 2-D trials.  The experiment work station was a table and chair set up in an enclosed, 
climate-controlled building, as seen in figure 3. 

 

Figure 3.  Experiment work station. 

                                                 
1StereoMovie Maker is a registered trademark of Masuji SUTO (not an acronym). 
2Windows is a registered trademark of Microsoft Corporation. 
3Dimen is a registered trademark of Pavonine, Inc. 



 

6 

2.3 Experimental Design 

This experiment was a single factor within-subjects design.  The independent variable was display 
type, 2-D or 3-D.  The dependent variables were perception responses and confidence rating.  
These dependent variables and their measures are described in more detail following. 

During the 30-second pause at the end of each video clip, the participant was asked to answer a 
question associated with that clip.  The responses were from a given set of two or three responses.  
The final measure was the score for each group of trials (number of correct responses/total number 
of evaluations). 

Participants were also asked to provide a rating of their confidence in their answer.  This confi-
dence was expressed on a scale from 1 to 5 where 1 represents “very unsure/guess” and 5 repre-
sents “very confident.” 

The 12 clips were sorted into two groups of six; each group had the same composition of motion 
types and similar objects.  These motion types were “swing right,” “swing left,” and “extend”.  
Copies (2-D and 3-D) of each clip were sorted to make two video sets so that no participants will 
see the same event in both 2-D and 3-D groups.  Within each group in each set, the video order was 
randomized.  One set begins with 2-D and the other begins with 3-D.  Balancing the order of the 
video clips within each video set was not performed because of the limitations of displaying the 
video on a tape device and the aggregate score structure of the data collection.  Tables 1 and 2 
display an ordered list of the questions asked and associated answers for each clip in each set. 

Table 1.  Questions for video set A. 

02   2D – If you swing the arm left will you hit or miss the box?  Answer: hit 
01   2D – If you continue to extend the arm will the tips of the forks hit the top, side or overshoot 

the box? Answer: top 
03   2D – If you continue to swing the arm to the right will the tips of the forks go over or under 

the bench top?  Answer: over 
06  2D – If you swing the arm left will you hit or miss the logs?  Answer: hit 
04   2D – If you swing the arm right will you hit or miss the microwave?      Answer: miss 
05   2D – If you continue to extend the arm will the tips of the forks hit the log or go underneath? 

Answer: underneath 
09   3D – If you continue to swing the arm to the right will the tips of the forks hit the microwave 

body, door, or miss altogether?  Answer: door 
10   3D – If you swing the arm left will you hit or miss the rock?  Answer: hit 
11   3D – If you swing the arm to the right will the tips of the forks go over or under the bench?  

Answer: under 
07   3D – If you swing the arm left will you hit or miss the microwave?  Answer: hit 
12   3D – If you continue to extend the arm will the tips of the forks hit or go under the bag? 

Answer: hit 
08   3D – If you continue to extend the arm will the tips of the forks hit the top log, the bottom 

log, or go beneath the log pile? Answer: beneath 
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Table 2.  Questions for video set B. 

02   3D – If you swing the arm left will you hit or miss the box?  Answer: hit 
03   3D – If you continue to swing the arm to the right will the tips of the forks go over or under 

the bench top?  Answer: over 
01   3D – If you continue to extend the arm will the tips of the forks hit the top, side or 

overshoot the box? Answer: top 
04   3D – If you swing the arm right will you hit or miss the microwave?      Answer: miss 
06   3D – If you swing the arm left will you hit or miss the logs?  Answer: hit 
05   3D – If you continue to extend the arm will the tips of the forks hit the log or go 

underneath? Answer: underneath 
11   2D – If you swing the arm to the right will the tips of the forks go over or under the bench?  

Answer: under 
07   2D – If you swing the arm left will you hit or miss the microwave?  Answer: hit 
10   2D – If you swing the arm left will you hit or miss the rock?  Answer: hit 
12   2D – If you continue to extend the arm will the tips of the forks hit or go under the bag? 

Answer: hit 
09   2D – If you continue to swing the arm to the right will the tips of the forks hit the 

microwave body, door, or miss altogether?  Answer: door 
08   2D – If you continue to extend the arm will the tips of the forks hit the top log, the bottom 

log, or go beneath the log pile? Answer: beneath 

2.4 Procedure 

Volunteers received an overview of the experiment, details of the procedures, and information 
about any risks involved with their participation.  The volunteers read and signed an informed 
consent form if they wished to participate.  The participants then completed a brief demographics 
questionnaire.  Participants completed visual acuity, stereo depth, and color deficiency tests using 
a Titmus4 vision screening device.   

Each participant was given a familiarization session to become comfortable with the task of evalu-
ating the video and with viewing the 3-D display.  The participant was shown 2-D and 3-D version 
of 2 “training” clips.  These video clips lasted for approximately 3 minutes and consisted of a 
variety of manipulations with the Buffalo arm using the same camera view as was to be presented 
during the experiment.  The participants were told that at the end of each clip, the video would 
pause and they would be asked about a decision for moving the arm; they would then be expected 
to base their answer on their perception of the motion or positioning of the arm during the clip.  
They were informed that the question set would include items such as 

    “If I swing the arm to the right/left, will the fork hit or miss the _______?” 

    “If I keep extending the arm on its current trajectory, will the fork hit or miss the ____?” 

Participants also received instruction how to give a confidence rating for each of their responses.  
Participants were not allowed to watch others perform the experiment.  
 

                                                 
4Titmus is a registered trademark of Titmus Optical, Inc. 
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3. Results 

SPSS5 for Windows, Release 13, was used for statistical analysis.  As illustrated in figure 4, the 
mean score for 2-D view mode was 0.474 (standard deviation [SD] = 0.180), and for 3-D view 
mode was 0.672 (SD = 0.167).  The skewness (2-D:  -0.324, standard error [SE] = 0.414; 3-D:  -
0.273, SE = 0.414) and kurtosis (2-D:  0.823, SE = 0.809; 3-D:  0.289, SE = 0.809) were within ±2 
times their standard errors so that it can be assumed that the data are normally distributed and 
parametric tests are appropriate.  Criteria for statistical tests of significant differences were set at  
α = 0.05. 

If it was assumed that participants randomly chose their answer from the two or three options 
presented, the expected score based upon these random guesses is 0.445.  A one-sample t-test  
was performed to check for significant difference from the expected mean.  For 2-D view mode 
T(31) = 0.909, p = .370 and for 3-D view mode T(31) = 7.705, p < .001.  Thus, the mean score in 
3-D view mode was significantly different from the expected mean, while 2-D was not.  In other 
words, participants did not score significantly better in 2-D view mode than if they had made 
random guesses for each trial.   
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Figure 4.  Mean score by view mode (error bars show 95%  
confidence interval). 

                                                 
5SPSS, which stands for Statistical Package for the Social Sciences, is a registered trademark of SPSS, Inc. 
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Next, a paired sample, within-subjects t-test was performed to identify whether an individual can 
be expected to have significantly different scores for 2-D and 3-D view modes.  It was found that 
the difference in scores is significant, T(31) = -4.381, p < .001.  Individuals assessed the scene and 
made manipulator motion decisions better in 3-D than in 2-D view mode.  

A Pearson correlation of scores within subjects found r = -.085, p = .644.  An individual’s per-
formance in 2-D does not correspond with the magnitude of the increase of score when s/he is 
performing in 3-D view mode across a range of target scenarios. 

Repeating these tests but paired by target rather than participant, we find that a significant differ-
ence exists as well, T(11) = -2.912, p = .014.  Targets similar to those presented in this study can 
be assessed better in 3-D than in 2-D view mode.  Furthermore, a Pearson correlation of scores 
within targets yields r = .757, p = .004.  There is a significant positive correlation between how 
well a target can be assessed to make a manipulation decision in 3-D compared to 2-D by a group 
of individual operators. 

Confidence ratings (figure 5) for answers made during 2-D view mode had a mean of 3.91 (SD = 
0.473) and during 3-D view mode had a mean of 4.23 (SD = 0.419). 
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Figure 5.  Mean confidence ratings by view mode (error  
bars show 95% confidence interval). 

A non-parametric test was used to compare the confidence ratings for the two view modes.  The 
paired samples, within-subjects Wilcoxon Signed Ranks Test found that W(31) = -2.870, p = .004.  
Thus, confidence ratings were significantly higher for 3-D than 2-D view mode. 

To further investigate the relation of confidence ratings and view mode, given a perceived 
confidence rating, what is the likelihood of the movement decision being correct or incorrect?  In 
other words, how well do confidence ratings predict manipulator planning task performance?  This 
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is plotted in figure 6 as the ratio of correct to incorrect responses presented by confidence rating 
and view mode. 
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Figure 6.  Response ratio by confidence rating and view mode. 

Spearman’s non-parametric correlation of confidence rating and response ratio shows that in 2-D 
view mode, ρ = .400, p = .505 and in 3-D view mode, ρ = 1.00, p < .001.  The perception of 
confidence in 2-D view mode could not be shown to have meaning, while in 3-D view mode, the 
perception of confidence significantly corresponds to the odds of successful decision making. 

After completing all trials, participants were asked, “How do you feel about the difference 
between 2-D and 3-D video when performing this type of task?”  A full list of their responses is 
presented in appendix B.  22 Soldiers expressed an overall favorable opinion of using 3-D as 
opposed to 2-D.  Five Soldiers preferred 2-D or had an unfavorable opinion regarding 3-D.  Five 
Soldiers did not submit a response. 
 

4. Discussion 

The hypothesis that 3-D view mode can improve operator manipulation planning performance is 
supported by the results. Scores were significantly higher in 3-D than 2-D, as were confidence 
ratings.  The magnitude of this improvement was an additional 19.8% correct manipulation 
decisions.  The practical question that remains to be answered is how does this translate into an 
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improvement in reducing interrogation time and reduction in materiel lost to accidental activation 
of explosive devices or other damage? 

The fact that 2-D decision making was not significantly different from random guesses and that 
confidence in 2-D was meaningless is of particular concern.  What factors allow current operators 
to successfully perform the mission in the real world?  Efforts were taken to make this comparison 
fair:  using trained operators with recent experience and giving as much as 30 seconds of moving 
video for each scenario to allow motion parallax cues to be present.  One explanation may be that 
most operators use shadows as a primary feedback in lieu of depth perception.  The video in this 
study was nearly shadow free because of diffuse lighting conditions.  This could bias the results in 
favor of 3-D, but direct overhead lighting should not be an expected condition for the performance 
of tele-operated manipulation in a tactical environment.  On-board lighting for a robotic system 
may not provide the needed shadow cues either.   

Another explanation is that current robotic manipulators are too slow to necessitate instantaneous 
manipulator planning.  Most current manipulator controllers use a “joint control” scheme and only 
allow the activation of 1 or 2 degrees of freedom at any given time.  This is an inherently slow 
process, allowing time for the closed loop perception cycle to account for the decrease in the 
ability to make instantaneous manipulation planning decisions. 

One particularly interesting finding that was not an explicit research question was that an indi-
vidual’s performance in 2-D did not correlate with the magnitude of the increase in score when 
s/he is performing in 3-D view mode across a range of target scenarios.  For example, those who 
scored poorly in 2-D mode were not also the lowest scorers in 3-D mode (and vice versa).  
Individuals did not tend to simply experience a set percentage of performance “boost” when 
switching from manipulator planning in 2-D to 3-D.  There are individual differences that make 
someone “good” at perception in 2-D or 3-D but not always both.  

The most important finding within the context of this study is the data showing that 3-D vision 
does not simply enhance the manipulation decision-making ability but provides an entirely new 
capability (the ability of the operator to use his or her inherent feelings of confidence to improve 
task performance).  In 2-D, however, an operator who is fully confident in his or her perception is 
often wrong.  Not only does this seem inefficient, but if the operator is not aware of this deficien-
cy, then during certain circumstances, this handicap could lead to accidents and is likely a source 
of fatigue and frustration to the operator.  Furthermore, despite the potential benefits, there remains 
a question of whether the awareness of this confidence correlation when one is operating in 3-D 
mode could lead to unacceptable risk-taking behavior.  An ensuing experiment may be warranted 
to fully investigate how and why the performance-confidence correlation fails in both 2-D and 3-D 
modes, since there may be confounding factors not addressed in this study. 
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5. Conclusions 

The results of this experiment indicate that stereo-vision systems do have a performance benefit 
for an operator when s/he is encountering a unique tele-operated manipulation task relevant to the 
current Army tactical environment.  Although the current availability and maturity of field-ready 
stereo-vision systems leave much to be desired, there is a strong continuous need within the Army 
for better robots and remote manipulators. 

As manipulators become more advanced (such as six-degree-of-freedom end effector control or 
semi-autonomous manipulation) and users demand more efficient task performance, system 
designers will have to address the lack of proprioceptive feedback and stereoscopic vision that 
people take for granted in their own advanced manipulator (human arm) usage.  Future research 
should investigate how autonomous assistance and stereoscopic vision systems could provide a 
key portion of the user interface to develop an intuitive, versatile, and efficient means to perform 
remote manipulation. 
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Appendix A.  Experiment Scenarios 

Note:  Color, contrast, and resolution of the following screen captures are not identical to the 
video as seen by the participants. 

 

Figure A-1. Terminal screen capture for scenario 1. 

 

Figure A-2. Terminal screen capture for scenario 2. 
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Figure A-3. Terminal screen capture for scenario 3. 

 

Figure A-4. Terminal screen capture for scenario 4. 
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Figure A-5. Terminal screen capture for scenario 5. 

 

Figure A-6. Terminal screen capture for scenario 6. 
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Figure A-7. Terminal screen capture for scenario 7. 

 

Figure A-8. Terminal screen capture for scenario 8. 
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Figure A-9. Terminal screen capture for scenario 9. 

 

Figure A-10. Terminal screen capture for scenario 10. 
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Figure A-11. Terminal screen capture for scenario 11. 

 

Figure A-12. Terminal screen capture for scenario 12. 
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Appendix B.  Participant Comments 

The following is a list of comments when participants were asked, “How do you feel about the 
difference between 2-D and 3-D video when performing this type of task?” 

Twenty-two Soldiers expressed an overall favorable opinion of using 3-D as opposed to 2-D.  
Five Soldiers preferred 2-D or had an unfavorable opinion regarding 3-D.  Five Soldiers did not 
submit a response. 

Table B-1.  Participant comments. 

Big Difference. Prefer 3-D 
3-D means less time on target and more confident 
3-D gives me a headache. But 3-D helps with extending 
Not much better in 3-D. 
I liked 3-D more. More confident in 3-D. 
3-D is more complicated. I can tell depth slightly better in 2-D. 
3-D was better. Could be useful in theater. 
I like 3-D better. 
I like 3-D. 
3-D is better. 
3-D is better. 
3-D was difficult, it played with my eyes. It felt less concrete and bothered my eyes. 
3-D is nice but I would like to switch back and forth. 
I was more confident with 3-D. Would have to touch ground using 2-D. 
3-D made me a little nauseous. 
3-D was better. Much more confident with 3-D. 
3-D was a little annoying. 2-D was tough compared to 3-D. 
3-D was better. This could make a big difference in theater. 
3-D was better. 
More confident in 3-D. 
Large difference with 3-D. 
Liked 3-D, but it takes time to get used to. 
3-D is better. Takes some time to get used to it. 
3-D was easier. 
3-D is better. 
3-D has a good benefit. 
I liked 2-D, hard to adjust to 3-D. 
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